
Video

Question: Where was 
the white trash can 
before I raised it?
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Medium-sized models (7b) struggle to handle more 
than 100 frames.
Large Models face diminishing marginal returns (5x 
more frames only brings 1.0 points)
Reference: Qwen2-VL

 - Ground textual queries to visually descriptive objects 
 - Spatial Searching: Compose image grids from videos (sacrifice spatial accuracy), detect objects
 - Zooming in Temporally and Spatially: Adapt temporal distribution based on detection scores 
(temporal upsample and spatial upsample), iteratively sample until all objects are found. 
 - Use these frames as keyframes for downstream tasks

T* can boost:
in extralong-video(15m-1h): 
- LLaVA-OV-72B 56.5→ 62.4%
- GPT-4o 50.5→53.1% 
in long-video (2-10min):
- LLaVA-OV-72B 61.6→ 64.1%
- GPT-4o 57.3→59.4%
in medium-video (2-10min):
- LLaVA-OV-72B 77.4→ 79.3%
- GPT-4o 73.5→74.3%

T* can also enhance short 
video understanding by 3-
4% on NExT- QA and 
EgoSchema

Sampling weights gradually 
align with ground truth frames 
over iterations. 

T*  allows the model to zoom 
in on distant relevant 
keyframes simultaneously 
(e.g., ~50s / ~100s for top plot).

Haystack-Ego4D Haystack-LVBench
988 videos
432 hours

23,800 frames
15,092 QA pairs

246 videos
57.7 hours

1,070 frames
602 QA pairs

Needle in the Long Video Haystack

Current VLMs Fall Short in Long Videos

• Objective: Select few keyframes to answer questions. 
• Keyframe set must be complete and minimal.

a light-weighted plug-in for temporal searching
T* T* can plug in any VLMs


